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Part 1: Context for work

This work is released under the Open Government Licence (October 2024)

This presentation accompanies the final report
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Context for work

Royal Academy of Engineering Visiting Professors are 
focussed on:

• Teaching the engineers to 2030 and beyond

• Embedding engineering habits of mind

• Improving, systems thinking, adapting, problem-
finding, creative problem solving, visualising

• Nurturing a questioning mindset, ethical 
consideration 

• Embedding inclusion, inclusive engineering 

Royal Academy of Engineering Visiting Professorship in Digital Safety and 
Security (2022-2025)
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Part 2: Introduction and 
methodology
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Why is incorporating cybersecurity into 

(safety) accident investigation key?

• Broadening accident investigation to incorporate cybersecurity is needed as safety-related 

incidents (or near misses) with a suspected cyber element are anticipated to occur in greater 

numbers as networks and systems become more connected, with changes in use cases and 

increasing system complexity leading to a wider range of unexpected emergent properties

• Increasing regulatory scrutiny and lower levels of maturity for combined safety and cybersecurity 

management systems create a challenging and changing environment

• Perception of one discipline by another e.g. “cybersecurity is a process not an event”, “safety is 

static not dynamic”, but safety specialists will say “safety is a process not an event” (note that 

“safety” is a much broader scope than safety-critical systems)

• The current maturity of both the field of (safety) accident investigation incorporating cyber and 

the teaching of accident investigation is still developing

• CyBOK material and cyber pedagogical experience may provide opportunities to fast-track the 

development of both competencies and teaching delivery

What is the rationale for this project, why has CyBOK funding been sought?
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Problem statement

• Safety does not map well onto cybersecurity (IET Code of Practice in Safety and Security) and 
best practice is still emerging, with limited case studies which are distributed and understood

• As a result (future) skills development of (safety) accident investigators is impaired, potentially 
leading to additional hurdles when investigating incidents incorporating digital technologies.

• Given the lack of existing capabilities and/or time resources in the student (and academic) 
cohort, and MSc accident investigation syllabus time available for cybersecurity, a targeted and 
tailored approach is needed when evaluating opportunities for use of CyBOK material

• A case for the time needed will need to be made (e.g. a 1-2 day addition to a 3 week 
programme) it is not sufficient simply to say that “cyber needs to be taught”. This will prepare the 
ground for a scenario-based hybrid safety/cybersecurity (Digital Safety) module add-on proposal

• Teachable scenario approach, incorporating reasonably foreseeable scenarios, credible to those 
without a cyber background, and potentially using elements of gamification, are assumed to 
provide the best starter for ten approach. This will need to be trialled in the field to confirm this.

(Safety) accident investigation academic resources and syllabus time 

is limited requiring a targeted approach to the use of CyBOK themes 
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Material challenges exist when working 

to incorporate safety and cybersecurity

These have been summarised and distributed across industry, they represent 

some baseline limitations involved in teaching cyber into safety 
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Part 3: Comparison of 
safety and cybersecurity

• Analysis and screening of CyBOK themes against (safety) 

accident investigation modules to identify opportunities for 

teaching cybersecurity into accident investigation (as well as 

challenges e.g. due to technical skill levels required)

• Evaluation of the structure of safety risk management and the 

types of controls to further refine the topic areas and 

approaches for teachable scenarios, identify priorities and 

limitations

• Create and apply a ranking structure for teachability of the 5 

CyBOK themes, build development of scenario themes using 

the results of the high-level screening

• Some additional opportunities for short lectures to fill certain 

topic area gaps were also identified
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CyBOK topic areas

1. Human Organisational and Regulatory Aspects

2. Attacks and Defences

3. Infrastructure Security

4. Systems Security

5. Software and Platform Security

CyBOK resources are grouped into five themes, these represent a pool of 

resources for teaching cybersecurity in (safety) accident investigation
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Safety risk management structure and 

controls (3 types: people, “plant”, process)

Risk 
mgmt

People

Process

“Plant”* 
(tech)

Industry regulators scrutinise safety management systems (process, 

organisation, management) alongside people (roles, responsibilities)

* Naming of three categories of controls originally from oil and gas where “plant” 

refers to process control equipment (valves, pipework, vessels, control systems). 

Plant = technology (hardware, software…)

Hierarchy of controls 

(i.e. which type should 

be used first) is set by 

legislation/regulation 

(MHSWR)

Technical controls 

may be selected over 

administrative controls 

in this hierarchy

The discipline of cybersecurity 

(as mapped by CyBOK) is 

strongly technology based.

 Understanding the role of 

people (e.g. attack/defend) and 

data (e.g. incident management, 

forensics) requires technological 

skills.
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Safety risk management structure 

(people, “plant” and process)

Risk 
mgmt

People

Process

“Plant”* 
(tech)

Controls are identified through the implementation of a risk 

management process
Safety accident investigators of 

course focus on all three 

categories of controls and 

where they have failed

In recent digital technology 

incidents (e.g. Rail Accident 

Investigation Branch Cambrian 

ERTMS where integrity and 

availability of data was not 

maintained the difficulty of 

gathering and understanding 

the data clearly bounds the 

investigation process and 

report content. Investigators will focus where they can. Scenarios are needed to 

encourage a focus on tech elements despite difficulty in gathering data
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Infrastructure 
Security

Attacks and 
Defences

Systems 
Security

Software and 
Platform 
Security

Human 
Organisational 
and Regulatory 

Aspects

Five CyBOK themes, the majority of which are linked to primarily “technical” controls

People Process

Tech
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Accident investigation syllabus 

opportunities for alignment

• Teaching (safety) MSc Accident investigation is management-centric and people-led

• Human factors are considered in context of management systems, both investigation 

management and management of organisation being investigated 

• Focus on selected technical elements primarily directly relevant to incident investigation, case 

studies discussed

• Significant proportion of course time is spent on applied exercises, in the field

Overview based on access to multiple MSc courses, including Fundamentals 

of Accident Investigation and Applied Marine Accident Investigation
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Management 
systems and 
processes

Role of 
people

Tech

Syllabus analysis shows majority of teaching time 

(including exercises) on two out of three of the controls 

(people, processes), less focus on the third (tech)

General:

- Accident site investigation procedures and 

practicalities

- Investigation of human factors and organisations

- Accident site investigation, procedures and 

practicalities

- Interviewing people (e.g. witnesses, participants)

- Legal and regulatory context

Marine specific:

- Marine accident investigation process

- International perspective (co-ordination and cultures)

- National and international regulations and codes
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Ranking of CyBOK themes for alignment with 

(safety) accident investigation (1/2)

• The alignment scale is qualitative and relative and characterises the degree of alignment of  

each the five CyBOK themes to the relevant accident investigation modules.

• Assessment is carried out within the current syllabus framework provided by the MSc in 

Fundamentals in Accident Investigation (with the specialist modules in Applied Maritime 

Accident Investigation)

• It is not defining whether the topics covered by CyBOK would be called on in a cybersecurity-led 

investigation but how close (or not) the CyBOK topic areas fit into the accident investigator 

mindset and skillset developed through the MSc module study and the nature of opportunities 

for. 

CyBOK material needs to be screened to identify “implementability” 

within a (safety) accident investigation teaching context
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Ranking of CyBOK themes for alignment with 

(safety) accident investigation (2/2)

• Colloquially, it’s a ranking of whether an accident investigator will pick up a CyBOK document 

index and be able to

• (green - directly associated)  understand the content, read and absorb and then assess how 

it might be integrated into their professional practice, through to the opposite end of the scale

• (red - no available point of reference) where the index page won’t be understood nor seen as 

relevant to accident investigation and there is no evident pathway through which to teach the 

material within the context of scenario-based gamification, given the various constraints 

(available syllabus, student cohort skillset)

• The CyBOK topic themes assessed as red are not incorporated into the development of the 

scenarios which are then assessed for their priority and teachability and implemented through 

pedagogical approaches. 

CyBOK material needs to be screened to identify “implementability” 

within a (safety) accident investigation teaching context
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Ranking scale developed for study

Applied to Accident Investigation syllabus modules (general and 

maritime specialist modules)

Full breakdown of syllabus and scope not publishable in its entirety (IP and copyright)
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Mapping of CyBOK themes to selected 

Accident Investigation modules (1/2)



© Cranfield University December 24

Mapping of CyBOK themes to selected 

Accident Investigation modules (2/2)
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CyBOK Attacks and Defences represents 

CyBOK material best suited to teaching

Elements of CyBOK resources can be passed directly to students 

(sections on malware etc.)

Attacks and Defences is best suited for (safety) accident investigation, creation of teachable scenarios

This CyBOK theme represents the cornerstone material that is anticipated to be easiest (relatively) and 

most appropriate for application within a (safety) accident investigation curriculum, based on the results of 

the initial screening (previous two slides)
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Recommendations for additional 

lectures (1/2)

• 1 hour lecture summarising cybersecurity based organisational and regulatory factors including 
scope and impact on (i) the normal operation of an organisation (ii) incident response, including 
data privacy breaches as well as operational impacting safety [CyBOK resources]

• This will introduce the students to the existence of a parallel large and complex ecosystem of management, 
organisational “processes” (one of the three categories of control) that will need to be taken into account as part 
of their investigation

• 1 hour lecture on human factors from the cybersecurity perspective, covering a range of topics 
including (i) users of the system and the broader ecosystem and the role of the human (ii) types 
of attackers, their motivations (iii) (three types of vulnerabilities: NCSC 2016)

• This will introduce the safety community to the significantly increased role that malicious actors play when 
considering disruptions of digital technologies, which is not something that is always prioritised in a safety-led 
accident investigation

The comparison between (safety) accident investigation syllabus themes and 
CyBOK themes also identified a few gaps potentially requiring targeted 
lectures. This is in addition to material specific to Attacks and Defences 
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Recommendations for additional 

lectures (2/2)

• 1 hour lecture on forensics and data gathering including challenges and processes to be 

followed, defining the specific and measurable differences between the two disciplines, safety 

and cybersecurity

• 1 hour lecture on key data for maritime operations and how it can be modified (covering the 

categories of incidents e.g. navigation and positioning, maintenance and operations, emergency 

response, non-safety-critical systems, office-based systems and emerging technology e.g. IoT)

The comparison between (safety) accident investigation syllabus themes and 
CyBOK themes also identified a few gaps potentially requiring targeted 
lectures. This is in addition to material specific to Attacks and Defences 
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Part 4: Teachable scenarios
(scenario themes)

Identification of six “reasonably foreseeable scenarios”*

Selected to mesh with safety-led mindset and teachability within 
an accident investigation context rather than reflect solely 
cybersecurity priorities i.e. what a CISO or another cyber 
professional would focus on

Technology-based scenarios developed following review

By necessity, some reasonably foreseeable scenarios with a high 
technical content (NB: majority of the CyBOK syllabus) cannot be 
included in the baseline approach (part 3). 

*’Reasonably foreseeable scenarios’ is a term with a legal context related to 
application of health and safety legislation. Broader legal analysis and 
assessment not provided as part of this study.
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Context for development of teachable 

scenarios (1/2)

• Accident investigation incorporates a range of uncertainties and is process-driven (gathering of 

evidence) and requires a high level of applied skills, and knowledge

• An accident investigator needs to be able to appreciate digital factors such as

• Complexity of the architecture: systems of systems, emergent properties and absence of 

clearly defined system boundaries

• Role of the non-human in incident precursors and actions e.g. automated embedded routines 

• Difficulty in gathering and understanding digitally-based information as well as actions taken 

on that information, and by whom or what those actions were made

There is a need for digitally-based scenarios that encompass elements 

of cybersecurity, aligning to a (safety) accident investigation course
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Context for development of teachable 

scenarios (2/2)

• Reading of reference information alone will not help develop these applied skills

• Selected industry trade association material (e.g. ENISA) is used to introduce the topic within a 

sector context, and themes underpinning scenarios identified

• Literature review used to identify source material from which scenarios can be developed

• AI, blockchain and other related activities are not covered in the scope of this project

There is a need for digitally-based scenarios that encompass elements 

of cybersecurity, aligning to a (safety) accident investigation course
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CyBOK teaching scenarios

Issues with teaching safety alongside cybersecurity already noted by CyBOK. For 
this early pedagogical TRL work, based on initial screening, fully developed 
scenarios are not provided as the safety/cybersecurity crossover is not yet mature

“Even though the core concepts of 

safety and cybersecurity are 

comparatively relatable, 

students seemingly struggled less in 

finding, e.g., threats as opposed to 

hazards. Cybersecurity concepts 

seemed to be almost intuitively 

understandable, while safety 

concepts were not”
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ENISA baseline

The following reports are used to provide cross-sector guidance 

(NCSC resources may also be used)
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A forward look profile

(Items 1, 4, 6, 8, 9 baselined in development of teachable scenarios in this project)

Increased attack surface in line with 

increased use of cloud, remote 

access, data management and supply 

chain (complexities) highlighted

Increasing number of incidents and 

near-misses of digital origin with 

potential safety impact, with ongoing 

trends in under reporting/under 

analysis. 

This under reporting is key as safety 

(accident investigation) is strongly 

evidence and prior incident driven in 

terms of focus, techniques. Under 

reporting has a significant impact on 

teachability of cybersecurity
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Methodology for identification of 

teachable scenario themes (1/2)

• Recommendations for development of scenarios were initially based on one or more of “people, 

plant, process” elements, evaluating how CyBOK can be embedded to safety (accident 

investigation) syllabus

• Literature review of cybersecurity culture versus safety culture carried out, limited evaluation of 

crossover topics

• In addition, there was limited scenario analysis of the crossover between two management 

systems

• A maritime-focussed review of recent cybersecurity incidents [Transnav paper] combined with 

review of recent DfT maritime research [MAR-RI programme] provided the guidance to the study 

leads that increasing digitalisation of the sector meant a more technologically focussed approach 

was appropriate

Initially (in proposal), it was suggested that safety and cybersecurity culture 

and management system differences might form basis of scenarios
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Methodology for identification of 

teachable scenario themes (2/2)

• As teaching of accident investigation examples is sector-based, it was decided to focus on 

maritime as an example (covers international context, complex and moving systems, and legacy 

to emerging technologies)

• Six teachable scenarios A-F were defined as part of the project, designed to teach selected 

CyBOK core concepts, composite of references review (next slides)

• They are all linked, directly or through multiple steps, to collision (other vessels, shore, seabed 

or other), with follow on to fire, evacuation and/or oil spill (or other environmental impact) as a 

consequence of the collision. These consequences form the baseline of (safety) accident 

investigation training and implementation in the field

Initially (in proposal), it was suggested that safety and cybersecurity culture 

and management system differences might form basis of scenarios
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Cyber vulnerabilities outlined

PenTestPartners website and supporting resources

• Some general trends underpinning physical and virtual 

networks

• “While increased connectivity between ships, personal 

devices, and on-shore infrastructure has improved 

operational efficiency and physical safety, it also increases 

vulnerabilities across IT and OT systems”

• Use of cloud, remote access, data management and 

supply chain are underpinning themes across many 

reasonably foreseeable scenarios

• Maintenance is carried out over the air (OTA), local (USB 

etc.) for both safety and non-safety critical systems
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A sample summary of incidents

Further scrutiny of the references has identified limited in-depth full 

academic publications, references below include general media articles



© Cranfield University December 24

Range of automation systems
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Teaching network concepts is key

Carrier IT-
system

Shipping 
company IT-

system
Port IT-system

IT- systems 
onboard ships

IT- systems 
offshore 

installation

Communication 
systems

IT-systems 
subcontractors

IT-systems 
shipyards

IT-systems 
service 

providers

IT-systems 
onshore 

installations

IT-systems 
regulators

IT-systems 
research 
facilities

Espionage on 
maritime 
operation

Economic fraud
Misuse of AIS 

and positioning 
data

Manipulation of 
GNSS-signals 
used by ship

Other 
categories to 
be identified

Exposed 
systems (blue 

boxes)

Exposed systems represent a relatively high proportion of 

incidents/potential incident types

Transnav

Orange: not in scope

Green: in scope but not an exposed system
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Network and communication interfaces 

are highlighted, context for scenarios

Transnav
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Scenario A. Position and direction

“You are not where you think you are”

• GNSS denial

• GPS Spoofing

• Interference with navaids

• ECDIS

• Slight course adjustment leading to collision or arrival elsewhere (piracy?)

• Ships “moored” at airports

• Modification of maps e.g. depth (bathyspheric) data

• Where short videos available, these can be added to the scenario illustration False AIS Data in 

Cyber-Attack Scenario (youtube.com)

Navigation related incidents form a significant proportion of incidents 

considered in (safety) accident investigation analyses

https://www.youtube.com/watch?v=fTjCr0X0nRQ
https://www.youtube.com/watch?v=fTjCr0X0nRQ
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Scenario B. Maintenance and operations

“Systems are not as expected”

• IT and OT systems both involved in operations

• Onshore and offshore updates, part of regular maintenance, upgrades or reactive fixes 

(patches). 

• Operational data, administrative information can be subject to attack

• Ballast misloaded, leading to capsize or other operations

• This scenario can also include port operations, interfering with vessel manifest etc.

• Elements of automation – from automated cranes to trucks moving the containers.

Significant proportion of digital technology updates are carried out as 

part of BAU (business as usual) 
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Scenario C: Emergency procedures

“Limited time, inaccurate information”

• Full range of operational systems may be involved including HMI systems and data

• Scenario theme includes “big red button” emergency override, control of ship goes manual 

(opportunity to set independent control of two separate propellers)

• System design may mean that control passes or is perceived to pass to the wrong location (e.g. 

local not - as perceived - to the emergency control)

• Theme also includes manual override of emergency fire-fighting systems, communications and 

more

• For computer-controlled ship, malware on the network could also create loss of control

• Whilst the scenario theme is technologically-based, human factors and design of emergency 

procedures will be key

(Safety) accident investigators often conduct in depth reviews of 

operations under emergency procedures
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Scenario D: Not important for safety?

“Safety-critical or non-safety critical?”

• Factors to consider in in this scenario include:

• Use of Windows-based systems (safety-critical or non-safety critical)

• Flat network, shared resources, rather than segregated networks

• Shodan (or other) ship-based system identification, network visibility

• OT/IT separation not maintained in practice

• Updates of entertainment systems, passenger wifi, some operational information displays are 

not treated as safety-critical and so subject to less stringent controls, nor in depth evaluation of 

cybersecurity vulnerabilities.

• Increasing number and openness of digital connections (whether maintenance data to cloud, use 

of BYOD, or greater internet connections for staff (welfare connections) further ‘blurs the line’ 

between safety-critical and non-safety critical

Perception within safety discipline that safety-critical systems are more important 
for safe operation, this discounts impact of disruption and/or network and data 
interactions across networks ( “air gaps” can be ineffective)
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Scenario E: Good office hygiene, afloat, 

onshore “Email, USB, YouTube links”

CyBOK material can be used across a range of topics (samples include)

• Shared passwords, hardcoded etc.

• Phishing, Vishing and other social engineering including targeting senior decision makers

• (Full list of topics not included here)

• The role of administration servers is key e.g. this example (TransNav analysis)

• “A tanker near the port of Naantali in Finland gets its administration server infected by 

ransomware. The backup disk is also wiped. Remote Desktop Protocol (RDP), a USB device 

or an email attachment are identified as probable attack vectors. The same vessel is infected 

again 4 months later near the same port”

• Port ransomware attack, interaction between IT and OT for operations can also be highlighted

Generic IT cyber may provide a context for teaching (safety) accident 
investigation, although the lack of immediate link to safety means that other 
scenarios will need to be used alongside
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Scenario F: Emerging technology 

• Examples of emerging technology in the maritime sector include

• OT networks managing ship-based batteries as part of reducing emissions

• ML on depth data, dynamically changing depth charts, rate of change (extending to attacks 

on AI data sets)

• Parent vessel and autonomous network of mini-UAVs (surface or submarines)

• Alternative to GNSS using radar and maps

• MASS (maritime autonomous surface ships)

• Autonomous mooring and bunkering for hydrogen

• Port authority movement control of autonomous vessels

A wide range of technological developments across multiple sectors 

represent future areas for (safety) accident investigation
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Next steps in scenario development 

(1/2)

A number of factors will influence how scenarios play out in an international student cohort e.g.

• Multiple cultures, regulatory regimes for global operators and different country investigation 

methods will impact the investigation process, these will influence student use of scenarios

• How different regulators interact e.g. ICO fines/GDPR may end up driving IS/OT/IT 

modifications to improve cyber

• Cultural factors in communication, addressing rumours (and press) is an integral part of 

accident investigation

• Wide range of technical maturity of systems, across e.g. seafaring nations, so highlighting the 

existing use of legacy technologies (e.g. floppy disks, removable media) and their 

vulnerabilities without national/commercial characterisation

Further development is needed but need to avoid modifying the scenarios for 
“acceptability” (believability) or perceived likelihood of occurrence and 
continue to focus on teachability
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Next steps in scenario development 

(2/2)

• Further skills development needs will shape more in-depth scenario development

• Being able to rule out cyber is also an integral part of investigation, next stage in skills 

development will include being able to “rule in, rule out” possible causes

• Increased awareness of the relative vulnerability of shoreside IT systems to cyberattack 

(including shared IT services across multiple operators or locations and complex supply 

chains) will enable better investigative approaches used by students

• Accident investigators consider safety-related incidents but also the broader area of 

environmental impact (spills etc.) therefore cyber-attacks on control systems involved in 

environmental response will also need to be considered

Further development is needed but need to avoid modifying the scenarios for 
“acceptability” (believability) or perceived likelihood of occurrence and 
continue to focus on teachability
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Part 5: Priority ranking

Ranking of scenarios from part 4 on

Priority for teaching to accident investigators (perspectives from 
safety academics, cyber academics)

Ranking is not designed to confirm priority for action and/or 
likelihood of occurrence/severity of impact but the “fit” with 
(safety) accident investigation mindset, and opportunity for 
insertion into the syllabus.

Teachability (reasonably foreseeable scenarios, gamification) and 
pedagogical approaches covered in Part 6
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Consultation on priority scenarios

Scenario Teaching academic #1 

(Safety, accident 

investigation)

Teaching academic #2 

(Cybersecurity)

Teaching academic #3 

(Cybersecurity)

Teaching academic #4 

(Cybersecurity)

A (Position and 

direction)

=1 4 2 1

B (Maintenance and 

operations)

3 2 4 5

C (Emergency 

procedures)

4 3 =1 4

D (Safety-critical versus 

non-safety critical)

=1 1 3 3

E (Good office hygiene, 

afloat, onshore)

5 =1 ** =1 2

F (Emerging 

technology)

2 5 5 6

Exercise: Rank the scenarios to the teaching of cybersecurity within a (safety) accident investigation MSc. (#1: 

Most important). Carried out in 1-2-1 conversations.

Biggest differences between safety and cybersecurity are for scenarios E and F, opposite ends of priority scale

**: Should be taught to all
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Teaching academic #1 additional 

comments (including aviation context)
• A (Position and direction)

• In aviation there are some emerging situations where, due to GPS issues, ground proximity information is producing unusual data (“ground not where it’s 
expected to be”) in flight leading to a driver for inflight decision making (outside of normal protocols), whether it’s disabling a system, turning a system on 
and off or putting in place other operational procedures as a work around. This increases potential for accidents and near misses

• B (Maintenance and operations)
• Falsifying records may be created by economic (e.g. sanctions) or other non-technical situations, in addition to drivers for modifying or deleting data (lack 

of availability impacting operations)

• C (Emergency procedures)
• There is the potential for overwhelm, including both cybersecurity and safety-related malfunctions across multiple systems, people then don’t know which 

data to trust. Similarly, overreaction (course correction) at speed can lead to loss of control event

• D (Safety-critical versus non-safety critical)
• Legacy systems get updated and upgraded over time, and both safety-critical and non-critical and network segmentation, whilst assumed, may still not 

be in place. Equally legacy system design has inherent safety challenges e.g. where two networks are interconnected, fire suppression and engine bus 
control, meaning that an inflight incident resulted in fatalities (Swissair Flight 111 – Wikipedia)

• E (Good office hygiene, afloat)
• This is recognised as important in the professional (and personal) spheres but the contribution to (safety) accident investigation is underappreciated

• F (Emerging technology)
• Whilst incidents with emerging tech haven’t yet been investigated in significant numbers, there is a need for the investigator community to accelerate 

their learning, but there is some reluctance to do so

• Cross-cutting theme of the potential for “claim” of access being sufficient to create an adverse response. For example, it’s only 
sufficient to suggest that (aviation) IFE (in-flight entertainment) has been accessed and used to modify the pilot flight deck control and 
for passengers to believe it. Technical access doesn’t need to be achieved.

https://en.wikipedia.org/wiki/Swissair_Flight_111
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Teaching academic #2 additional 

comments
• A (Position and direction)

• In practice position modification is more difficult to achieve in the real world than theory, via GPS transmitters (specifications, 
power etc. above a threshold)

• B (Maintenance and operations)
• Likely biggest clash between safety and cybersecurity. Perception that safety-critical systems are safety “certify then freeze”, 

whilst cyber “fix it now”. 

• C (Safety-critical versus non-safety critical)
• Safety/safe operations impacts broad range of systems, but safety specialists may not be interested in non-safety critical

• D (Emergency procedures)
• Likely to be a significant overlap but a disparity in approaches, unclear what a combined response might look like. May be benefit 

in showing safety (accident investigators) scenarios such as water plant cyber-attack (e.g. pollution of supply)

• E (Good office hygiene, afloat)
• Should be taught to all. Consider teaching this first.

• F (Emerging technology)
• Deep fakes and misinformation are the areas of concern, the broader political domain. Unclear how this impacts on safety.

• Cross-cutting theme of communications e.g. all phone calls are digital (VoiP)
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Part 6: Teachability and 
Pedagogical approaches

• Incorporating cybersecurity into (safety) accident investigation 
teaching is an emerging field

• Early-stage prototyping (early TRL pedagogical equivalent) is 
needed

• A high-level assessment of the teachability of the scenarios to 
(safety) accident investigators is presented

• Gamification approaches to the teachable scenarios 
(reasonably foreseeable scenarios) considered

• Pros and cons of 

• Assessment methods (self and peer assessment)

• Reflective judgement (CPD reflective practice)

• Synchronous and asynchronous learning
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Context for results

• Results here and in the previous section are based on professional judgement and then 

evaluated “by difference” with both safety and cybersecurity academics on an individual basis

• Self-assessment will be influenced by individual perceptions of the field 

• “Immaturity” of the safety-security crossover discipline limits how far we can go

• Section 7 presents the results of a broader consultation with the safety community via a Safety 

and Reliability Society webinar

Process followed to evaluate and rank the scenarios
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Review of teachability and pedagogical 

approaches across all scenarios 

Scenario Teachability through gamification (incl. ease of 

development and effectiveness of application)

Pedagogical approaches

A (Position and direction)

All scenario themes contain elements that can be 

readily developed and used in the education setting

Detailed scenarios will need to be established in order 

for a teachability ranking to be implemented

Ease of development 

(Low) Lots of existing material: A, E

(Medium) Some resources: C, D

(High) Low knowledge available: B, F

On review, lectures and small group discussions 

were identified as a preferred approach for delivery 

of the scenarios.

Self and peer assessment (defined as students 

develop scenarios individually then discuss and rate 

as a group) is not preferred for (safety) accident 

investigators as at this time the gap between safety 

and cybersecurity is too great, and the students will 

want to be taught

Asynchronous (incl. implementing deaf awareness 

principles for group discussion) to be looked at in 

further work. 

Reflective judgement (CPD reflective practice) may 

be beneficial once the inherent curiosity of accident 

investigators is combined with some cyber 

knowledge

B (Maintenance and operations)

C (Emergency procedures)

D (Safety-critical versus non-safety 

critical)

E (Good office hygiene, afloat)

F (Emerging technology)

Gamification is defined as broadly following the ‘Decisions and Disruptions’ model
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At early pedagogical TRL stages, 

organisational biases can’t yet be used

Initial proposal to use organisational biases as part of the consultation process not 
implemented due to the limited field experience of teaching cybersecurity scenarios to 
(safety) accident investigators. To be reconsidered in future phases of work, once student 
learners can be observed in the field using the scenarios developed in this phase of work
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Bloom’s taxonomy

These thinking stages can be applied in future classroom-based tests 

of the scenarios, observation of student cognitive processes 



© Cranfield University December 24

Part 7: Results and analysis of 
consultation with the safety community

• A webinar was held via the Safety and Reliability Society 
(SaRS) to present and seek feedback on the six scenarios 
developed

• SaRS is a Professional Engineering Institution that is focussed 
on safety and risk across multiple sectors

• Attendees at the free-to-attend webinars are global and come 
from a wide range of backgrounds

• 280 registered, 157 attended and 106 took part in the survey 
(29 abstained)
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Scenario prioritisation by audience
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Analysis of results

• The webinar respondents selected two scenarios (highest ranked selected by the most 

respondents, lowest ranked by the fewest)

• B (Maintenance and operations)

• A (Position and direction)

• D (Safety-critical versus non-safety critical)

• C (Emergency procedures)

• F (Emerging technology)

• E (Good office hygiene, afloat)

• In contrast, Scenario E was selected by the three cybersecurity academics as either the most 

important or second important, reflecting the current cybersecurity landscape

• Furthermore, the safety and accident investigation academic identified emerging technology as a 

high priority, again contrasting with the generalist safety community 

The survey results highlight a clear difference between safety and 

cybersecurity teaching academics and the generalist safety community
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Section 8: Deaf awareness

• Approaches to implementing deaf awareness in the teaching of 
safety and cybersecurity including scenarios are being 
considered as part of wider programme of work under the 

• Royal Academy of Engineering Visiting Professorship scheme, 
Digital Safety and Security
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Deaf awareness is linked to ethics, inclusive 
engineering and engineering education

Blog: Embedding ethics in engineering education through wide use of deaf awareness: a gateway to a more inclusive practice - Engineering Professors 

Council (epc.ac.uk)

Blog: Building a Future of Inclusion - Deaf Awareness in Engineering - Engineering Professors Council

https://epc.ac.uk/toolkit/embedding-ethics-in-engineering-education-through-wide-use-of-deaf-awareness-a-gateway-to-a-more-inclusive-practice/
https://epc.ac.uk/toolkit/embedding-ethics-in-engineering-education-through-wide-use-of-deaf-awareness-a-gateway-to-a-more-inclusive-practice/
https://epc.ac.uk/article/blog-building-a-future-of-inclusion-deaf-awareness-in-engineering/
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Deaf awareness strengthens clear communication, 

understandable by all, key in accident 

investigation, education settings etc.
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Part 9: Recommendations 
for further work

• This programme of work is an initial step towards identifying 
opportunities for integrating cybersecurity (based on CyBOK 
material) into the discipline of (safety) accident investigation

• This is an emerging field without established best practice, 
some topic areas require further work

• This includes how the three CyBOK security themes can be 
considered through using autonomous vehicles and cyber 
sensor attacks

• An evaluation is made of which elements of the HORA theme 
(human organisational regulatory aspects) should be prioritised 
in the next stages of this work

• A priority area is to address the perception of the safety 
community that general cybersecurity (Scenario E “Good office 
hygiene”) is a lower priority scenario than the others
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Part 9: Further work

1. Evaluate whether teaching of the 3 CyBOK themes (infrastructure security, systems security, 
software and platform security) to a non-technical audience can be enabled through “car 
sensor hack” scenarios. This builds on student familiarity with car-based sensors as part of 
their everyday activities

2. Consider development of teachable scenarios which are solely HORA (Human Organisational 
and Regulatory Aspects) and/or assess the feasibility of developing a HORA-only bolt-on to 
existing CyBOK scenarios using HFACS as a framework

3. Develop further the 5 x 1 hour lecture module topics (identified in Part 3)

4. Trial the output of this study and further work in a 2-day asynchronous Digital Safety Games 
across accident investigators (primarily non-technical, not engineers, postgraduate), with 
potential parallel exercise with multi-discipline engineering students who have received 2-day 
cybersecurity training undergraduate (new RAEng Visiting Professor funded 2024-2027). 
Embed elements of Scenario E (good office hygiene) and Scenario F (emerging technology).

A number of proposals for further work are made, additional 

information on points 1 and 2 in this section
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1. Evaluate approaches to teaching 3 

“security” elements of CyBOK syllabus

Use car-based scenarios as a framework to illustrate attacks and defences, 

and then introduce “security” (infrastructure, systems, software and platform)

El-Rewini et al, 

Cybersecurity 

Attacks in Vehicular 

Sensors, IEEE 

SENSORS 

JOURNAL, APRIL 

2020
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1. Trial teaching approach for CyBOK 

Security themes

• Outline three approaches to disrupting car operations

• Dynamics: Magnetic encoders, inertial sensors

• Tyre pressure monitoring systems

• Sensors: LIDAR, ultrasonic, camera,  radar, GPS etc.

• Summarise attacks and defences for each of the three approaches

• Highlight the role of one or more of infrastructure, systems and/or software and platforms 

security in allowing for attacks/implementing defences 

• Compare sensors with human (OODA decision loop)

• Consider developing a further extension activity around ML based decision

Provisional half day course, 3x 1-hour lectures and group work 

exercise, building on the scenarios-based approach
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1. Use human in the loop model OODA 

as a mental model to teach data
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1. Develop student understanding of 

impact of ML on AVs

Islam et al., Journal of 

Economy and 

Technology, Nov 2023 
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2. Develop bolt-on HORA case studies 

incorporating safety human factors

• CyBOK HORA (human organisational and regulatory aspects) material to be used as a baseline, 

with a focus on human factors as a “bridge” topic between safety and cybersecurity

• This will require bridging across to the people-led safety human factors perspective

The role of human factors is well established in safety and accident 

investigation, including classification through HFACS and use of OODA
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2. Scenarios developed should incorporate 

elements of analysis using HFACS

“HFACS …to analyse how a 

network of interacting latent and 

active factors contributed to the 

occurrence of an accident”

HFACS has been considered in 

cybersecurity, but primarily from 

IT/IS and organisational 

perspective, it is an emerging 

area
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2.HFACS could be extended to consider 

cybersecurity, need for human centred approach 

recognised in CIS

“Historically, CIS [Computer Information Security] has 

usually been approached adopting a technology-centric 

viewpoint, with little – if no – consideration and 

understanding of the end users’ cognitive processes, 

needs and motivations”

“The recent research in cybersecurity widely agrees that 

a holistic approach as opposed to technical solutions 

alone is required to contrast cyber-attacks”

“This has been especially recognised in well-addressed 

sectors, such as education and healthcare, but also in 

novel and emerging fields, such as autonomous vehicles, 

where users’ behaviours and attitudes are able to 

undermine technological advancements “
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2. Some mapping has been carried out 

between security and safety human factors
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2. Challenges are anticipated in taking cyber 

security HF and comparing it to safety HF 

Human factors (HF) are seen 

through different perspectives when 

considering safety and cybersecurity 

It’s not clear whether the (safety) 

accident investigators have got any 

established practice using 

cybersecurity human factors in a 

safety context

This can be established through 1-2-

1 consultation as part of further work
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2. Some elements of CyBOK HORA not 

prioritised for further work

• HORA = Human Organisational and Regulatory, recommend focussing on human and 

organisation in the next stage of scenario development

• A legislation and regulatory-led approach to developing scenarios is been discounted as a 

priority for further work due to the significant volume of both safety and cybersecurity 

governance, regulatory and legislative material, at national and international level and the lack of 

established practice integrating both sectors

• Cybersecurity and safety standards and frameworks also provide valuable guidance but also 

represent a significant body of work which, as for legislation and regulation, has not yet been 

analysed and synthesised aggregated over both discipline areas

Scenario-based teaching needs to minimise background reading and 

research to focus on student thinking skills (accident investigation)
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